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Abstract5

One of the surprising findings in the economic development literature is that natural6

resource-rich countries tend to have slower economic growth than resource-poor coun-7

tries, i.e., the natural resource curse and Dutch disease. In this paper, we revisit these8

issues by applying quantile regression and using the most updated data. The results9

demonstrate that resource-intensive countries in 1970 suffered from slower economic10

growth than resource-poor countries over the next 20 years, consistent with Sachs and11

Warner (1995, 1997, 2001). However, contrary to initial expectation, we find that nat-12

ural resource abundance in 1990 had positive impacts on economic growth between13

1990 and 2010. We further test the Dutch disease theory, and the result contradicts14

the hypothesis. Overall, our analysis suggests that in the period from 1970 to 1990,15

the hypotheses of a resource curse and Dutch disease hold. However, in the period16

from 1990 to 2010, these hypotheses no longer hold because manufacturing sectors17

have grown sufficiently even in resource-rich countries.18
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1 Introduction29

One of the surprising findings in the literature on economic development is that natu-30

ral resource-rich countries tend to have slower economic growth than resource-poor coun-31

tries. This is the opposite of our intuition that natural resource revenues should increase32

investment in and economic growth of a country. However, research in previous decades33

has empirically established that resource-rich countries had slower economic growth than34

resource-poor countries (see, e.g., Sachs and Warner (2001)). For example, resource-poor35

countries such as South Korea, Taiwan, Hong Kong and Singapore were among the fastest36

growing economies, while resource-rich countries such as Congo, Sierra Leone, Venezuela and37

Nigeria exhibited the poorest economic growth.38

More specifically, some studies have demonstrated that there is a negative relationship39

between economic growth and natural resource abundance (Sachs and Warner, 1995, 1997,40

2001). This negative relationship is called the “resource curse” and has become a well-41

established finding. However, the data used in many studies were occasionally considered42

unreliable, and many relevant variables were unavailable, particularly in underdeveloped43
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countries (Brunnschweiler and Bulte, 2008). Therefore, several hypotheses have been intro-44

duced to explain the negative relationship between growth and natural resource abundance.45

One of the early explanations for the resource curse is based on Dutch disease theory. The46

term Dutch disease derives from the Netherlands’ experiencing of a declining manufacturing47

sector after the discovery of large natural gas reserves in the 1950s. The first Dutch disease48

model was developed by van Wijnbergen (1984) who shows how natural resource may reduce49

income via adverse effects on the learning-by-doing mechanism. The demand for non-traded50

goods increases after a natural resource boom occurs in a given country. Thus, the boom51

pulls resources out of traded sectors and decreases the corresponding production (Torvik,52

2009).53

Sachs and Warner (1995) is a pioneering paper that empirically illustrates Dutch disease,54

and the authors made a substantial contribution to the field with a series of papers on the55

resource curse.1 They show that economies with a high share of primary product exports56

in 1970 experienced slower economic growth between 1970 and 1990 after controlling for57

the relevant variables. They conclude that a declining manufacturing sector is a primary58

explanation for the slower economic growth in resource-rich countries.59

Another set of explanations for the resource curse focuses on the importance of institu-60

tional quality. Scholars in this tradition believe that the main difference between low and61

high growth countries is institutional quality. Ades and Tella (1999) present evidence of a62

positive relationship among natural resource abundance, corruption and rent-seeking using63

econometric analysis. Tornell and Lane (1999) identify weak institutions as being responsible64

for the slow growth experienced in Nigeria, Mexico and Venezuela after oil was discovered65

in these countries. Sala-i-Martin and Subramanian (2003) find that the corruption that66

emerged after the discovery of oil was responsible for the slow growth experienced by Nige-67

ria. Finally Mehlum et al. (2006) also claim that good institutions are essential to solving68

the resource curse.69

1A number of other models were developed using the Dutch disease framework. They include Krugman
(1987); Matsuyama (1992); Gylfason (2001); Torvik (2001); Matsen and Torvik (2005).
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Other theories have also been developed to explain the slower economic growth observed70

in resource-rich countries. Auty (1997); Woolcock et al. (2001); Isham et al. (2005); Boschini71

et al. (2007) state that the types of natural resources available in a country determine its72

rate of economic growth. For example, resources such as plantation crops and minerals tend73

to cause slower economic growth than others such as rice, wheat and livestock. In summary,74

nearly all the models introduced thus far suggest that a negative relationship exists between75

natural resource abundance and economic growth, irrespective of the theories employed. The76

variable employed in these studies to proxy for natural resource abundance was the share of77

primary product exports in GDP. Despite that a number of researchers have criticized this78

indicator, it is employed in many studies due to data limitations.79

To the best of our knowledge, no previous studies have examined the effect that natural80

resource have had on economic growth in recent decades using the most updated data and81

quantile regression framework. Brunnschweiler (2008); Brunnschweiler and Bulte (2008)82

investigated the relationship between natural resource abundance and economic growth in83

the period from 1970 to 2000. However, their natural resource data were from the year 200084

present value. Analyzing a different time period has been identified as having the potential85

to bias the estimates, as commodity prices in the 1970s are substantially different from86

commodity prices in the year 2000.87

Having reviewed the relevant literature, we can pose the following open questions:88

1. How did natural resource intensity in 1970 affect economic growth between 1970 and89

1990? To answer this question, we essentially follow the analytical framework employed90

by Sachs and Warner (1995, 1997, 2001) but use a different regression approach and91

updated datasets.92

2. How did natural resource abundance in 1990 affect economic growth over the next 2093

years from 1990 to 2010? If the natural resource curse persists in recent decades, is it94

a result of Dutch disease?95
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To resolve the questions, this study uses quantile regression. This method is effective in the96

case of a non-normally distributed dependent variable and robust to outliers. An additional97

advantage of quantile regression is that it reveals the effects of the independent variables on98

different spectra of the dependent variable. The central goal of this study is to revisit and99

improve the robustness of the conclusion obtained in Sachs and Warner’s empirical analysis,100

i.e., the effects of resource abundance on economic growth using data from recent decades.101

2 Overview of the resource curse102

The relationship between natural resources and economic growth is depicted in figure103

1. This figure presents a scatter plot of economic growth from 1970 to 1990 and the share104

of primary product exports in GNP in 1970 where each country is represented by one dot.105

As seen from figure 1, natural resource intensity and economic growth have a negative106

relationship and this negative effect is known as the “resource curse.”107

[Figure 1 about here.]108

The resource curse hypothesis states that resource-rich countries tend to experience less109

economic growth than resource-poor countries. As mentioned previously, a number of stud-110

ies have obtained evidence of this relationship, and many studies have analyzed individual111

countries. Unfortunately, however, there is no consensus on the appropriate theory to ex-112

plain the relationship between economic growth and the resource curse. Various theories and113

explanations of the resource curse have been proposed in the literature. We summarize the114

potential explanations for the resource curse below.115

First, exporting large volumes of natural resources often causes a country’s currency116

to appreciate and hence causes non-resource sectors to lose competitiveness in the world117

market. This effect is called the “Dutch disease” (van Wijnbergen, 1984; Sachs and Warner,118

2001). According to Dutch disease theory, the manufacturing sector is assumed to be the119
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only growth-inducing sector, given its positive externalities such as learning-by-doing, which120

we may not find in the resource sector.121

The Dutch currency appreciated substantially after the discovery of oil reserves, and all122

non-resource products suffered from a loss of competitiveness in the global market (Corden,123

1984). In Sachs and Warner (1997)’s version of the Dutch disease model, they argue that124

the additional wealth created by the natural resource boom spurs increased demand for125

non-tradable goods within a country, resulting in increased prices for non-tradable goods.126

Because non-tradable goods are manufacturing inputs, an increase in non-tradable goods127

prices inevitably leads to a contraction of the manufacturing sector.128

Second, countries that are highly dependent on natural resource industries suffer from129

commodity price fluctuations (Shaxson, 2005). Such countries face greater risk than other130

countries because natural resource prices are inherently volatile. Therefore, a heavy reliance131

on natural resource industries increases volatility risk in the economy as a whole. When132

resource prices change, countries usually alter their economic policies. If a country expects133

good economic conditions thanks to a commodity price increase, it implements extremely134

generous welfare policies. However, if prices collapse, this will have enormous consequences135

for national budgets (Shaxson, 2005).136

Third, natural resource abundance stimulates rent-seeking behavior and associated cor-137

ruption (Stijns, 2005; Brunnschweiler, 2008). In countries with poor institutional quality and138

significant corruption, natural resources may hinder growth as a result of rent-seeking behav-139

iors or other non-productive activities. Compared to other industries, the natural resource140

industry creates high economic rents, most of which can be extracted by the government.141

These substantial revenues make governments complacent and unproductive, leading to fur-142

ther rent-seeking activities and corruption.143

Fourth, natural resource abundance reduces the incentives to accumulate human capital144

(Gylfason, 2001). Education represents the most significant component of economic growth.145

It has numerous positive externalities that can increase the standard of living and benefits146
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economic growth in a number of different ways. Compared to other industries, natural147

resource-based industries require low-skilled labor and do not demand high quality capital.148

Thus, in natural resource-abundant countries, many individuals tend to become dependent149

on natural resource-based industries and fail to improve their education. In an econometric150

analysis using cross sectional data from 1965 to 1998, Gylfason et al. (1999) show that natural151

resources crowd out investment in education.152

3 Data and methodology153

The data employed in this study comes from three sources. Real GDP per capita, the154

ratio of real gross investment to GDP and openness (the share of imports plus exports in155

total GDP) data come from the Penn World Tables, Mark 7.1. The share of manufacturing156

exports in total exports, the terms of trade, natural resource capital, the rule of law and non-157

natural resource (service and manufacturing) sector data come from World Bank datasets.158

Data on primary product exports and terms of trade (1970-1990) are obtained from Sachs159

and Warner’s datasets. Using these data sources, the list of countries included in our analysis160

is summarized in table 1.161

[Table 1 about here.]162

A number of researchers have conducted empirical and theoretical studies on the contri-163

bution of natural resources to economic growth, and they typically focus on the “resource164

curse.” However, most of these studies considered the share of primary product exports in165

overall GDP as a proxy to examine the relationship between growth and natural resource166

abundance. This is a problematic measure of resource abundance (Ding and Field, 2005).167

As stressed by Ding and Field (2005), if a country is overly specialized in primary industries,168

it would be considered a resource-rich country even if it is not. Similarly, it is likely that a169

resource-rich country will be considered a resource-poor country if it devotes less attention170
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to the primary sector. Therefore, we decided not to use the share of primary product exports171

in GDP as a proxy for resource abundance.172

In this paper, World Bank natural resource capital data are used as a proxy for natural173

resource abundance to analyze the resource curse in recent decades (1990-2010). In an174

attempt to develop a direct measure of natural resources, the World Bank released a series175

of natural resource wealth data for the years 1995, 2000 and 2005. The World Bank’s176

natural resource capital stock data are derived from estimates of agricultural land, pasture177

land, forests, protected areas, minerals, oil and other subsoil assets (Ding and Field, 2005).178

In our regression analyses, we used the log of the per capita natural resource capital data179

to estimate the effect of natural resource abundance on economic growth over the period180

between 1990 and 2010.181

When discussing economic growth, it is necessary to consider institutional quality. If182

we do not control for institutional quality in the regression, we could falsely conclude that183

natural resource abundance is the reason for slow economic growth when the problem is184

actually institutional quality. Accordingly, a proxy variable for institutional quality is in-185

cluded in the regression. There are six indices estimating institution quality contained in186

the World Bank’s “world governance index.” The index most relevant for the purposes of187

our estimation is the “rule of law.”188

The data are available from 1996 to 2010, and data for 1996 and 2000 are used in this189

study. The rule of law index indicates the quality of contract enforcement, police and courts,190

as well as the likelihood of crime and violence, and the values range from −2.5 to 2.5 (The191

World Bank Group, 2012). To analyze economic growth between 1970 and 1990, we used192

the rule of law index, which was also used by Knack and Keefer (1995). These data were193

constructed by the Center for Institutional Reform and the Informal Sector and measured194

in 1982. The data show the degree to which the citizens of a country are willing to accept195

the legitimacy of established institutions making and implementing laws and adjudicating196

disputes, and the values range from 0 to 6 (Sachs and Warner, 1997).197
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Another regressor we control for is trade openness. Sachs and Warner (1995, 1997) hy-198

pothesize that natural resource-rich countries are more likely to employ protectionist policies199

such as import-substitution and state-led development plan. To combat the effect of Dutch200

disease and the decline of non-resource sectors, resource-rich countries may adopt protec-201

tionist trade policies such as high tariffs and quotas. The trade openness variable measures202

the average share of trade in GDP over 10 or 20 years.203

Countries that are heavily reliant on natural resource industries expose themselves to204

commodity price fluctuations. In such countries, commodity producers and exporters face205

greater risk than other sectors. Because all sectors are interrelated, the risk resulting from206

commodity price fluctuations also affects other sectors. Therefore, we controlled for average207

annual growth in the log of the terms of trade in the regression. The other variables included208

in the study are the initial income level and average real gross investment as a share of209

GDP. The initial level of income is included to capture capital accumulation (Barro, 1991),210

and investment is included because it is one of the most significant factors in determining211

economic growth.212

As discussed previously, our goal is to analyze the impact of resource abundance on213

economic growth. The basic econometric specification for analyzing the effect of natural214

resource abundance in country i is215

growthi = β0 + β1 · (ln(initial GDPEAi)) + β2 · (resource abundancei) + β3x
′
i + εi (1)216

where217

• Growthi is the average annual growth in real GDP per economically active individual218

in a given period for country i.219

• Initial GDPEAi is the real GDP per economically active individual in the initial year220

of a given period for country i.221

• Resource abundancei measures natural resource abundance in country i.222
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• xi is a vector of other explanatory variables including the average share of trade as a223

share of GDP, average real investment as a share of GDP, the rule of law and so on for224

country i.225

• εi is the disturbance term.226

To analyze the relationship between natural resource abundance and economic growth spec-227

ified in equation (1), quantile regression is employed instead of OLS.228

First, assumptions required by conditional-mean models are not realistic for social phe-229

nomena. For example, heavily-skewed distributions are more common than normal dis-230

tributions (Koenker and Hallock, 2001). When the distribution is heavily influenced by231

outliers, a quantile regression method is able to effectively characterize the central location232

of a dependent variable. Second, when we analyze the effect of independent variables, the233

conditional-mean method cannot be extended to a location other than the central location.234

Quantile regression, which was first introduced by Koenker and Bassett, Jr. (1978), can235

model a variety of conditional quantiles of the dependent variable as a function of the in-236

dependent variables. Thus, quantile regression provides a flexible means of characterizing a237

dependent variable’s relationship with the independent variables.2238

In the case of economic growth, it is likely that the distribution is non-normal, highly239

skewed and contains some outliers. Skewness-kurtosis normality tests were employed to240

confirm the non-normality of the dependent variable. We found that the variable representing241

economic growth is not normally distributed. In this study, the quantiles employed are the242

25th, 50th and 75th quantiles. One of the features of quantile regression is that the estimated243

coefficients differ across the quantiles of the dependent variable’s distribution. For example,244

the effect of an increase in share of investment in GDP may be larger in the 25th quantile245

of economic growth and lower in the 75th quantile. Similarly, the effect of an increase in246

natural resource capital may differ across economic growth quantiles. Therefore, this study247

2In quantile regression, the least absolute distance estimation is used rather than the least-squared one
(Koenker and Hallock, 2001).
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also explores how natural resource abundance affects economic growth at the median, the248

25th and 75th quantiles.249

The quantile regression method requires the specific methodologies to obtain the stan-250

dard errors and confidence intervals of estimated coefficients. There are two procedures to251

construct confidence intervals and hypothesis tests. One is an asymptotic method and the252

other is a bootstrapping method. Because the asymptotic method’s assumptions do not253

hold, the bootstrapping procedure is the most frequently used in the literature. First intro-254

duced by Efron (1979), the bootstrapping method permits drawing samples of size n with255

replacement from the observed data. A total of 500 replications are employed in this study.256

4 Results and discussion257

The regression results presented in table 2 shows a negative relationship between eco-258

nomic growth and natural resource intensity (see table 3 for the definition of the variables259

used in this regression). The estimated coefficient of natural resource abundance remains260

negative and statistically significant in all three quantiles. Using the most updated data and261

controlling the same independent variables, we obtain results consistent with those of Sachs262

and Warner. Therefore, we can conclude that natural resource-intensive countries in 1970263

suffered from slower economic growth than resource-poor countries over the next 20 years.264

[Table 2 about here.]265

[Table 3 about here.]266

We next divide the sample from 1970 to 1990 into two subsamples of ten years (1970-1980267

and 1980 to 1990) and run the same quantile regressions for each subsample as a robustness268

check. Tables 4 and 6 show the results of the regressions for 1970-1980 and 1980-1990,269

respectively. From the tables, we can see that there is a statistically significant negative270

relationship between natural resource intensity and economic growth in both regressions,271

consistent with the results of the regression for 1970-1990 shown in table 2.272
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[Table 4 about here.]273

[Table 5 about here.]274

[Table 6 about here.]275

[Table 7 about here.]276

The second question is how natural resource abundance in 1990 affected economic growth277

over the next 20 years. Figure 2 presents a scatter plot of economic growth from 1990278

and 2010 and natural resource abundance in 1995. As the figure shows, there is no clear279

relationship between natural resource capital stocks in 1995 and growth between 1990 and280

2010. Table 8 presents the results of a regression designed to examine the relationship281

between natural resource capital stocks in 1995 and growth between 1990 and 2010 (For a282

description of variables used in this regression, see table 9).283

In this quantile regression, we use natural resource capital data from the World Bank.284

As these data are available beginning in 1995, we used natural resource capital in 1995 in285

our regression. Although the resource capital data are measured as of 1995, these data can286

be considered a valid indicator of natural resource capital in 1990. First, we regress GDP287

growth between 1990 and 2010 on natural resource capital in 1995 and the log of GDP per288

economically active individual in 1990 and separately controlled for the relevant variables.289

After controlling for all of the variables, we obtain a positive coefficient on natural re-290

source capital in all three quantiles. This result demonstrates that the effect of natural291

resource abundance is quantitatively different in each quantile. The positive effect of natural292

resource capital declines from the 25th to the 75th quantile. Nonetheless, the estimated coef-293

ficient is only statistically significant at the 25th quantile. This implies that for countries with294

very low rates of economic growth (25th quantile) between 1990 and 2010, natural resource295

capital has a positive effect on growth. This finding is in contrast with Sachs and Warner’s296

well-known “resource curse” phenomenon. Therefore, we can conclude that countries with297

abundant resources in 1990 have grown faster than those with fewer resources.298

12



[Figure 2 about here.]299

[Table 8 about here.]300

[Table 9 about here.]301

We again divide the sample from 1990 to 2010 into two subsamples of ten years (1970-302

1980 and 1980 to 1990) and run the same quantile regressions for each subsample as a303

robustness check. Tables 10 and 12 present the results of the regressions for 1990-2000304

and 2000-2010, respectively. From the tables, we can confirm that positive and statistically305

significant relationship exists between natural resource capital and economic growth in both306

regressions, consistent with the results of the regression for 1990-2010 shown in table 8.307

[Table 10 about here.]308

[Table 11 about here.]309

[Table 12 about here.]310

[Table 13 about here.]311

While exploring indirect effect of natural resource endowment, Sachs and Warner suggest312

that Dutch disease is the reason for slow economic growth. Their result indicates that313

growth in non-resource sectors is slower and manufacturing export volume is lesser in natural314

resource-intensive countries than in less-intensive countries. However, figure 3 shows no clear315

relationship between change in export share of manufacturing in total export from 1990 to316

2010 and natural resource capital in 1995. Between 1970 and 1990, natural resource-intensive317

countries experienced slow growth in their non-resource sectors and manufacturing exports318

(Sachs and Warner, 2001). However, this appears not to be the case in the recent years (See319

figure 3).320

[Figure 3 about here.]321
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In table 14, we examined Sachs and Warner’s Dutch disease model using the share of322

services in GDP, share of manufacturing in GDP and natural resource capital stock data.323

The Dutch disease model implies that a natural resource boom increases the demand for and324

the price of non-tradable goods. Because the manufacturing sector uses non-tradable goods325

as a production input, this sector shrinks as a result of a natural resource boom. If this326

theory is correct, we would expect to find a positive association between natural resource327

capital and the ratio of service sector output to manufacturing sector output.328

A regression of the ratio of service sector output to manufacturing sector output in 1990,329

1995, 2000 and 2005 on natural resource capital in 1995 yields diametrically opposite results330

from those obtained by Sachs and Warner (see table 14). Using an OLS regression, Sachs331

and Warner (1995, 1997) demonstrated that there was significant and positive association332

between non-tradable goods and natural resource abundance. However, according to the333

results of our quantile regressions, the estimated coefficients of natural resource capital stocks334

are all negative and statistically significant in most quantiles. Thus, we can conclude that335

our result is not consistent with the Dutch disease model. More specifically, resource-rich336

countries tend to have a lower ratio of service output to manufacturing output over the last337

20 years.338

[Table 14 about here.]339

Our results demonstrate that there is a negative relationship between natural resource340

intensity in 1970 and economic growth over the next 20 years. Conversely, natural resource341

abundance in 1995 had positive effects on economic growth in subsequent years and the342

Dutch disease hypothesis does not hold for the most recent two decades. After combining343

all of the results, we are able to conclude that resource intensity, not resource abundance,344

causes sluggish economic growth. The results cast doubt on the view that the resource curse345

exists in recent periods.346
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5 Conclusion347

In this paper, we examined a “resource curse” phenomenon using quantile regression348

methods and the most updated data. We demonstrated that there is a negative relationship349

between the share of primary product exports in GDP and economic growth between 1970350

and 1990. This negative relationship remains statistically significant even after controlling351

for a number of important variables in our quantile regression. These variables are initial352

GDP per economically active individual, trade openness, investment rates, changes in the353

terms of trade, and the efficiency of government institutions. Our findings are also consistent354

with famous Sachs and Warner’s results at 25th, 50th and 75th quantiles.355

We next used the World Bank’s measure of natural resource capital stocks to investigate356

the effect of natural resource abundance in 1990 on growth between 1990 and 2010. Our357

results failed to uncover any evidence of a resource curse; contrary to expectations, we358

found that resource endowments have positive effects on economic growth but this result is359

only significant at the 25th quantile. In other words, countries with relatively low rates of360

economic growth (25th quantile) benefited from having abundant natural resources from 1990361

to 2010. We further tested whether the expectations of Dutch disease theory with respect to362

natural resource abundance hold in the most recent two decades. The relationship between363

natural resource abundance and the ratio of service output to manufacturing output was the364

opposite of that predicted by the Dutch disease model suggested. The results cast doubt on365

the notion that the resource curse exists in recent periods.366

Overall, our analysis suggests that natural resource-intense countries, which were highly367

dependent on natural resource for generating national income, experienced slow economic368

growth due to Dutch disease. This describes the economic situation of the periods from369

1970 to 1990. However, natural resource abundance could have positive effects on economic370

growth if a country were able to develop a manufacturing sector strong enough to escape371

the effects of Dutch disease. Our analysis using the most recent and updated data, for the372

period from 1990 to 2010, appears to show that some natural resource-rich countries, such373
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as Indonesia, have adopted this successful strategy in recent years.374
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Figure 2: Growth and natural resource abundance
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Figure 3: Growth in share of manufacturing goods in total exports from 1990 to 2010 and
natural resource abundance
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(a) The ratio of service sector out-
put to manufacturing sector output in
1990

Quantile 25th 50th 75th

lnat cap95 -0,08** -0,39** -0,48**
R-squared 0.01 0.07 0.11

N 102 102 102

(b) The ratio of service sector out-
put to manufacturing sector output in
1995

Quantile 25th 50th 75th

lnat cap95 0,004 -0,27** -0,50**
R-squared 0.0002 0.052 0.13

N 108 108 108

(c) The ratio of service sector out-
put to manufacturing sector output
in 2000

Quantile 25th 50th 75th

lnat cap95 -0,07 -0,32* -0,80**
R-squared 0.002 0.05 0.19

N 112 112 112

(d) The ratio of service sector out-
put to manufacturing sector output
in 2005

Quantile 25th 50th 75th

lnat cap95 -0,23 -0,45* -0,71**
R-squared 0.02 0.07 0.2

N 110 110 110

Table 14: Quantile regressions for the ratio of service sector output to manufacturing sector
output with respect to natural resource capital in 1995.
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